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Ground truth: Automobile Automobile Automobile

Fragmentation Score

disjoint, maximal, path-connected 
component corresponding to a single 
predicted class label

Randomly chosen triplet

The decision regions of models
around double descent peak are 

more fragmented & less reproducible!
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! Do neural nets learn the same model twice?

! Do different neural architectures have measurable 
differences in inductive bias?

! How are decision regions changing in double descent 
phenomenon in neural networks?

Drawing decision regions

Randomly sampled triplet 
from input space

Car Horse Truck

ResNet-18, trained for 200 epochs with SGD

Code and more materials available at 
https://somepago.github.io/dbviz

Ø The training process, which
structures decision boundaries near the 
data manifold fails to produce strong 
structural effects far from the
manifold. 

Ø The uniform off-manifold behavior is  an 
in- evitable consequence of the 
concentration of measures phenomenon 

https://somepago.github.io/dbviz

